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Abstract. Creating music can be challenging for children aged 4–6. Making the
creation procedure more interesting has been proved to stimulate and build chil-
dren’s interests inmusic. Based on the design concept of synesthesia fromvision to
hearing, we propose an application bywhich children aged 4–6 can create collages
by matching different images of scenes and animals. The information contained
in the created collages is then used as input parameters for generating music so
as to create melodies corresponding to the collages. To evaluate our approach, we
conducted a quantitative and qualitative user study with children (n= 6) by using
our initial prototype. We concluded that the proposed application helps cultivate
children’s willingness to create melodies, and helps children better perceive and
understand music by combining scenes and animal images in the collages.

Keywords: Synesthesia ·Music creation · Children · Collage · Genetic
algorithm

1 Introduction

The benefits of a quality music education are immense. Interaction with music is impor-
tant for the development of young children. Exposure to music from childhood onward
can help children speak more clearly, develop a larger vocabulary, and strengthen their
social and emotional skills [1]. Musical skills can also give people, both children and
adults, joy during their lives. There are also indications that musical development helps
children with their overall development [2]. This is why an effort must be made to try
to stimulate children’s interest in music composition.

Music creation requires a certain knowledge of music theory as a background, which
is a great challenge for children. However, schools and parents lack the appropriatemusic
education for children. Music education in many public school jurisdictions has been
downgraded to insignificant or non-existent because of the expense [3]. In addition,
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children are less likely to be encouraged in this direction if their parents did not benefit
from a quality music education. For these reasons, we established a design principle to
simplify music-making to make it easier for children to participate in music creation and
enjoyment.

There have been previous studies on designing children’smusic creation tools. LEGO
Bricks [4] was found to provide a physical and social interaction environment for young
children. Amal Tidjani [5] designedMuSme, a tangible skin suit that uses different parts
of the body as metaphors for different musical instruments. The interactive software
designed byYinLing [6] takes synesthesia into account,which refers to the establishment
of the correspondence of color and shape (e.g., circle, line, and square) to a music scale
and note, but this refers to a color or shape corresponding to a single note or scale,
without the correspondence of the whole picture. It is difficult to complete a melody by
only relying on a combination of notes for children.

With the help of synesthesia, children can better perceive music. In addition, the
technology of artificial intelligence (AI) lowers the threshold of creation, making the
process easier [7]. According to this idea, we developed a web application based on
Brower/Server (B/S) architecture. Children can use the application by accessing a
browser. Children can create a complete picture by selecting different scenes, matching
different kinds of animals, and adjusting the placement of those animals. The information
in the collage will then be used as input parameters of the music generation algorithm
to ultimately create unique melodies based on a genetic algorithm.

Before using the application, one of the researchers gave the children a brief intro-
duction to it and a demonstration of the process. Six children aged 4–6 completed at
least one collage with this application in 20 min. After confirming that the collage did
not need to be modified, the corresponding melody could be played. At the end of the
experiment, we asked the children to submit the questionnaires and describe their feel-
ings about using the application. Finally, we talked to parents who had observed the
whole experiment and recorded their thoughts.

The main contributions of this paper are:

• We designed a synesthesia-based strategy by matching different scenes and animals
to cultivate the interest of 4–6-year-old children in creating music and improve their
perception of music.

• We developed a web application based on B/S Architecture, whereby children can
create their own pictures and corresponding uniquemusic by selecting different scenes
and animals and adjusting the placement of animals.

• Using quantitative and qualitative methods, we conducted user studies to verify the
effectiveness of using this application to cultivate children’s interest in music creation
and improve their ability to perceive music.

2 Related Work

2.1 Children’s Music Education and Creation

Musical education has a positive impact on children’s intelligence, creativity, and mem-
ory [8, 9]. Many studies on musical education for children have been conducted to help
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them grow and develop. Ian McKinnon [3] outlined the development of an interactive
software program called “Children’sMusic Journey” to deliver affordable and pedagogi-
cally rigorous music education to children everywhere, and as a result, improve attitudes
toward learning and promote better behavior in school. Leyi Ouyang’s research [10]
proved that tangible designs have great potential in engaging young children in early
music learning concepts, such as rhythm, pitch, dynamics, and expression; they provide
an environment for young children to interact physically and socially, which in turn
arouses their curiosity and sense of fantasy. Steve Altieri [11] produced an interactive
tool called “keyboard” for students and gives them an opportunity to “play around with
music.“ Yin Ling [6] designed an interactive visual music education software that inte-
grates scales, intervals, and harmonies. The product enables children to increase their
musical knowledge and develop their musical perception and understanding. These rich
forms of interaction stimulate children’s interest and make music easily accessible to
them.

The creative process enables children to better understand and learn about music.
Children composing music without a threshold can make them appreciate the joy of
music more. TempoString [12] is an easy-to-use tool that assists children with music
creation. It provides a fun and novel platform by allowing children to “draw” music on a
canvas. Amal Tidjani [5] proposed MuSme, a tangible skin suit that reimagines a user’s
limbs and organs asmetaphoric representations of different instruments. Jane Rigler [13]
designed Cre8tor, an interactive music composition system controlled bymotion sensors
that allows children to create music while playing. Uwe Oestermeier [4] presented a
multi-touch tabletop application that utilizes LEGO bricks as physical representations
for musical notes to create a novel digital learning environment for musical composition
principles. PlaceAndPlay [14] presented a new design of a digital music authoring tool
for children. It incorporates multimodal interaction techniques, including voice-based
synthesis of instruments and sound effects, to assist younger users who do not play
musical instruments or do not have knowledge of sound effects. The above research
demonstrated the wonderful integration between children and music creation, and it
inspired us to design a platform for children that is fun, accessible, and allows them to
create music while playing.

2.2 Synesthesia of Sound and Image

People’s senses are closely interconnected, and visual and auditory experiences are often
associated with each other. Many researchers have conducted interesting research on the
synesthesia of sound and image. Current research has indicated that the application of
synesthesia can effectively improve the user experience. Michael Voong’s research [15]
indicated that there is a reasonable degree of consistency between users’ associations
of color and music, and that an indirect descriptor can aid in the recall of music via
mood. Siyu Jin [16] designed an interactive work where users select music and images
as the main interactive contents, and the parameters of the music are used as the dynamic
expression of human emotions. The newpixel generation process of the image is regarded
as the result of emotions affecting humans. Vegas [17] explored the interactive potential
through live performances and the space for aesthetic expression by synthesizing the
audio and the visuals. This project related to the genre of visual music and abstraction
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in the arts and created a synesthetic experience for the audience. Dimitris Kritikos [18]
developed a deterministic process to produce a melody after processing a painting, mim-
icking the production of notes from colors in the field of view of persons experiencing
synesthesia.

Motivated by synesthesia design, we imagined that correlating colors and sounds
would enable children to create images in a form that intuitively generates music of the
same emotion.

2.3 AI Music Creation

AIhas great potential in thefieldofmusic creation,madepossible by advances inmachine
learning and algorithms that allow people without expertise to lower the threshold of
creation and be inspired with the assistance of AI [7]. Emma Frid [19] presented a user
interface paradigm that allows users to input a song to anAI engine and then interactively
regenerate and mix AI-generated music. This solution makes music generation easily
and understandable. Ryan Louie [20] found that AI-steering tools not only enabled users
to better express musical intent, but they also had an important effect on users’ creative
ownership and self-efficacy vis-a-vis AI. Cong Ning [21] designed a musical tabletop
application that enables both novice and musically trained users to compose and play
music in a creative and intuitive way. This tangible musical interface supports finger
operations and aims to lower the barriers to composing music in order to enrich the
music-playing experience. These studies demonstrated the power of AI in the field of
music creation. We hope that with the assistance of AI, the creative process for children
will become easier, and the content they create will be richer.

3 MusicCollage

3.1 User Flow

The whole process of interacting with MusicCollage is divided into the following steps.
First, children choose their favorite scenes, which is important, as it establishes the style
of the whole melody. Then, children can choose the animals they want to appear in
the collage and can drag the animal images in the selector to the positions. During this
process, the positions of the images can be adjusted. To delete an animal that was dragged
onto the screen last time, children simply need to click the undo button on the screen.
Children can also click the reset button if they want to remove all of the animals. After
that, they can continue adding animals. Finally, after confirming the scene and animals,
children can play the melody created with the picture information as the input. Both the
collages and the generated melodies will be saved on the server (Fig. 1).

3.2 System Design

MusicCollage consists of two main parts: one is a picture generation module, and the
other is a music generation module.

Picture generation module: The homepage of the application contains a scene selec-
tor, an animal selector, and a canvas (Fig. 2). By clicking the start button in the center of
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Fig. 1. Workflow of MusicCollage

the canvas, the child can begin the journey of creating the collage. Afterward, children
can start using a scene selector and an animal selector. The background of the canvas is
temporarily set to the first background of the scene selector by default. Children can drag
the images of the scene selector horizontally to view various scenes. The scene selector
can be dragged horizontally to view various scenes. After clicking on the desired scene,
the background of the canvas will be replaced by the selected scene. The animal selector
allows children to view animal images by dragging them vertically. After choosing the
animal, children can click on and drag the desired animal into the screen. The scene
selector contains eight scenes, and different scenes have different picture styles. Sim-
ilarly, the animal selector includes 17 animals, including elephants, hippos, raccoons,
monkeys, and rabbits. As shown in Fig. 3, children can click the reset button or undo
button to complete the removal of all of the animals or the last one, respectively. If the
child is satisfied with the collage, they can enjoy the music after clicking the play button.

Fig. 2. The homepage interface includes the (a) canvas, (b) scene selector, (c) animal selector,
and (d) start button.
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Fig. 3. The user interface includes the (a) undo button, (b) reset button, and (c) play button.

Music generation module: We considered the following two goals: 1. Ensure con-
sistency and correlation between the information in the picture and the input parameters
in the music generation algorithm. Consistency refers to the exact same picture, and the
corresponding algorithm input parameters should also be consistent. Correlation means
that the correspondence between the picture information and input parameters should be
reasonable and in line with people’s understanding and cognition. 2. We should focus on
cultivating children’s interest in creating music so that the melody created by children
is unique. Specifically, even identical drawings with exactly the same input parameters
should not produce exactly the same music. For these reasons, we chose to use an open-
source genetic-algorithm-based music generation algorithm [22]. It contains a total of
10 input parameters (Table 1).

Table 1. Input parameter of the algorithm

Name Description

Number of bars Length of the generated melody in bars

Notes per bar Number of notes inside of a bar

Number of steps Number of pitches per note

Introduce pauses Should the algorithm introduce pauses between notes or do you want a
constant stream of notes?

Key Key of the scale the melody should fit in

Scale Type of scale the melody should fit in

Scale root Pitch of the scale (ex.: 4 means C4 is the root note of a scale in C)

Population size Number of melodies per generation to rate and recombine

Number of mutations Max number of mutations that should be possible per child generated

Mutation probability Probability that a mutation will occur
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3.3 Synesthesia in Design

We used the total number of animals as the parameter Number of bars. Then, we used the
distance between the leftmost horizontal axis coordinate and the rightmost horizontal
axis coordinate divided by the value of the total number of animals to map the parameter
Notes per bar. Specifically, themore animals there are, or the smaller the distance between
the animals in the left-most and right-most positions, the smaller the parameter. Next, we
used the mean value of the vertical axis coordinate center to map the parameter Number
of steps. As for the parameter Key, we represented it by the rounded average value of
the corresponding value of animals (Table 2). For example, when the average value of
all of the animals is 9.6, the input parameter Key of the algorithm will be Gb. How these
numbers correspond depends on whether the animal is more likely to be perceived as
deep and big or cheerful and flexible. Parameter Scale is one of the following: major,
minorM, Dorian, Phrygian, Lydian, mixolydian, major blues, and minorBlues. Each
type of input corresponds to a scene (Fig. 4). As for the parameter Introduce pauses,
we chose the default parameter true as suggested by the algorithm because it is more
in line with the rules of music creation. We also chose the default parameter 4 when
coming to the parameter Scale Root. Finally, when it came to the input parameters of the
genetic algorithm itself, including Population Size, Number of mutations, and Mutation
probability, we still selected the default parameter after trying several input parameters.

Table 2. Value of parameter key and animal

Value Key Animal Value Key Animal

1 C elephant 10 Gb sheep

2 C# hippopotamus 11 G fox

3 Db crocodile 12 G# dog

4 D bear 13 Ab raccoon

5 D# lion 14 A hedgehog

6 Eb tiger 15 A# monkey

7 E panda 16 Bb rabbit

8 F giraffe 17 B mouse

9 F# donkey
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Fig. 4. (a) The scene that corresponds to “major;” (b) the scene that corresponds to “minorBlues.”

4 Evaluation

4.1 Participants

We recruited six children to participate in our experiment. They ranged in age from 4 to
6 years (M = 5.0, SD = 0.58). Three were boys, and three were girls. Six parents were
also invited to observe our experiment.

4.2 Procedure

Before the experiment, a letter was sent to the children’s parents informing them of the
study and asking for their consent.

Children were given a 10-min introduction to the application’s functions and general
structure, followed by a five-minute demonstration of how the system works, including
how to build pictures and how to play music.

They were then given 20 min to create their own favorite drawing using the scene
selector and animal selector. They could change scenes at will, add or remove animals,
and adjust the placement of animals. After the final confirmation of the picture, themusic
was played (Fig. 5). In the whole process, children could create more than one picture,
resulting in more than one piece of music.

After the experiment, the children were asked to fill out a questionnaire for a quan-
titative study. Each child was then asked to describe how they felt about using the
application. We also conducted semi-structured interviews of about 10 min each with
parents who had observed the process.

Each child participating in the experiment and each parent interviewed received a
gift worth $10 for participating. In addition, the researchers gave the children pictures
and music generated by the server.

4.3 Measurements

The questionnaire for children consisted of the four questions that follow. We used a
Likert scale and asked the children to rate each question on a scale of one to five. Five
means strongly agree while one means strongly disagree.
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Q1: Do you think it is fun to write melodies this way?
Q2: Would you like to use this application often to create melodies?
Q3: Is the feeling you get from the pictures similar to the feeling you get from the

melodies?
Q4: Can you use the application to create the melody you want to hear?
The questions asked during the semi-structured interviews were as follows:

• Do you think our system helps children understand music?
• What do you think can be improved about our application?
• Would you be willing to let your child use it for a long time?

Fig. 5. Children interacting with MusicCollage in the experiment.

5 Result

5.1 Quantitative Analysis

Q1 and Q2 from the questionnaire are related to cultivating children’s interest in music
creation, andQ3 andQ4 are related to enhancing children’s musical perception. Through
the feedback of the questionnaire, we found that children still showed high interest in
using this application. Moreover, the children showed a high degree of agreement that
different music could be created through the application.

In the end, we obtained a moderate score on the question of whether the application
could create the music children wanted. This may have stemmed from the fact that some
children do not fully understand synesthesia from sight to hearing. Another reason is
that there is room for improvement and iteration in the algorithms that generate music
(Fig. 6).



214 G. Yan et al.

Fig. 6. Average of the answers children gave for the following questions after interacting with
MusicCollage: Q1: Do you think it is fun to write melodies this way? Q2: Would you like to use
this application often to create melodies? Q3: Is the feeling you get from the pictures similar to
the feeling you get from the melodies? Q4: Can you use the application to create the melody you
want to hear? (measured by Likert scale on a scale of one to five and five means strongly agree
while one means strongly disagree)

5.2 Qualitative Analysis

Children generally believed that the application was interesting. Four children tried to
create music many times during the experiment, and C2 even created it 12 times. C1,
C2, C3, and C5 told us that they liked the pictures they created and were also satisfied
with the music they created. It is worth mentioning that C5 told us that he would like
his kindergarten teachers to experience the application.

In the interview with parents, P1 mentioned that her child was obviously excited
when using the application. P2 told us that he thought the application was interesting,
and felt the effect of the generated music was better than he expected. P3 asked whether
children could be allowed to freely doodle on the picture instead of simply choosing
the picture. What attracted our attention was that P4 was unwilling to let his child use
this application for a long time because he did not want his child to touch the electronic
screen, believing it might affect the child’s eyesight. P5 proposed trying to use it herself
and finally tried to create three pieces of music, and expressed satisfaction with two of
them.

We made an innovative attempt to design an engaging application for children to
create music by drawing pictures based on the design concept of synesthesia. Most of
the children showed great interest in using the application. On the whole, children were
satisfiedwith the pictures andmusic they had created, and some children showed a strong
interest in the application and repeatedly created music. In our communication with the
parents, we found that the parents as awhole also thought highly of the application. Some
parents pointed out that they liked the design method based on synesthesia and could
fully understand it, but they were worried that some children could not fully understand
the change from picture style to music style. The most amazing thing for us was that
one parent proposed to try using the application themselves. After creating pictures and
music, she expressed that it was a good experience.
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6 Limitations and Future Work

There are still some areas that can be improved in the application. For example, the
types of elements can be more diversified rather than limited to scenes and animals, and
children can be allowed to doodle to a certain extent on the picture so as to accommodate
children’s tendency to doodle. Some parents worried that this application would affect
their children’s vision, and we hope that this problem can be solved.

Wewill continue our research in the future. First, we will compare more open-source
music generation algorithms. At the same time, we will try to improve the algorithm by
including chords, remixes, and other effects to perfect the sound. In addition, we will
try to add some new elements in the application, such as clouds or trees, to enrich the
content of the picture and enable the whole picture to contain more information. Also,
the application could provide more input parameters for the generation algorithm. We
also plan to add different instruments so that children can hear the effects of their favorite
instruments, which will make the system more lively and interesting. Finally, we plan to
complete a combination of physical methods, such as replacing the scene selector and
picture selector in our system with canvas and hard cards, to present a similar effect; this
will avoid eye injury caused by electronic screens to children.

7 Conclusion

In summary, we designed and created a music creation application for children aged 4–6
that generates music through drawing; it is conducive to cultivating children’s interest
in music creation and enhancing their musical perception. In contrast to the previous
systems,we aimed to stimulate children’s interest in activelymakingmusic. A fun format
was designed to make it easier for children to create and understand music.

Overall, this study is considered to allow children to experience the joy of music
creation while drawing, and provide children with a visual and auditory experience at
the same time. We designed and developed MusicCollage to bring the experience of
music composition to children and improve their enthusiasm for music creation.
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